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Energy forecasts indicate that world primary energy consumption will increase significantly (approximately 37%) by 2040, despite projected improvements in energy efficiency. World electricity demand is expected to increase to almost 80% by 2040 [1]. As a result, electricity usage will increase more rapidly than the share of other energies, even more so when carbon-avoiding technologies are implemented. The security of the energy supply is, and will be, a major concern for the world.

The use of nuclear energy must be consistent with sustainable development goals. Besides concern about potential proliferation, there also exists the challenge of raising nuclear safety levels even higher while improving the economic competitiveness of nuclear power. Using technologically reliable and socially acceptable nuclear waste solutions is crucial. At present, the European Union relies on nuclear fission for approximately 25% of its electricity supply, leading to an approximate annual production of 2500 t of used fuel, which contains 25 t of plutonium, 3.5 t of minor actinides (MAs, namely neptunium, americium, and curium), and 3 t of long-lived fission products (LLFPs) [2], [3]. These MA and LLFP stocks must be managed in an appropriate way.

Used-fuel reprocessing followed by geological disposal (burying the waste) or direct geological disposal are the envisaged solutions, depending on national fuel-cycle options and waste-management policies. However, the time scale presently considered for geological disposal is not publicly accepted and exceeds what may be accomplished by current technological knowledge. In addition, radiotoxic nuclear waste generates a significant amount of heat, which directly impacts the size of deep geological repositories. The maximum density of nuclear waste that can be stored is limited by the thermal load that the geological soil can support [4].

In an attempt to address these concerns, [5]–[7] identify the adequate separation of nuclear waste, referred to as partitioning, and the transmutation of some of them (MAs and LLFPs) as the strategy of choice to relax time constraints on geological disposal (from 200,000 to 2 million years) to technologically relevant and manageable time scales (~250 years).

The Preliminary Design Studies of an eXperimental Accelerator-Driven System (PDS-XADS) [8] is a European-funded project that served as the basis for the design of an ADS, which is the reference solution to the transmutation of nuclear waste. Further development toward the demonstration of the ADS transmutation concept was achieved through the European Research Programme for the TRANsmutation of High-Level Nuclear Waste in an ADS (EUROTURS) project [6]. The project was launched as part of an integrated effort by the European Commission’s Sixth Framework Programme to enhance research on strategic issues. One of the results of EUROTRANS was the preliminary design of an experimental ADS facility to demonstrate and validate the incineration and transmutation of nuclear wastes (MAs and LLFPs).

An ADS consists of a transmutation reactor, containing the nuclear waste to be burned, that is driven by a particle accelerator. The accelerator is a key element in ADS technology. Its function is to generate a high-energy proton beam that collides with a spallation target, thus producing the fast neutrons necessary for the transmutation reaction. The processed fission products and MAs are then converted into shorter radioactive half-life elements.

The Multipurpose Hybrid Research Reactor for High-tech Applications (MYRRHA) is intended to be the first medium-power transmutation reactor (100 MWth) and will be placed in the Belgian nuclear research center in Mol, Belgium. EUROTRANS’s outcome preceded the Seventh Framework Programme (FP7) MYRRHA Accelerator eXperiment, Research and Development Program (MAX) project [9], aimed at performing and/or pursuing the component-related research and development to set the design details for the accelerator.

In the operating context of the ADS, and particularly of MYRRHA, the essential role of the accelerator control system can hardly be overemphasized, due to the high reliability requirements. The proton beam is accelerated in a set of superconducting (SC) cavities, in which the precise control of the field amplitude and phase is of paramount importance for obtaining required stability levels in terms of beam power and position on target. SC cavities are nonlinear and time-varying processes, characterized by their optimal operating conditions being at a certain electromagnetic resonance frequency and the necessity of avoiding exciting mechanical resonance modes. However, the resonance frequency is a very sensitive feature that depends on the shape of the SC cavity, which in turn may be modified by the operating conditions and different kinds of stochastic and unmeasured perturbations. Maintaining this resonance frequency at its optimal operating value is critical. Mechanical devices called cold tuning systems (CTSs) driven by piezoelectric actuators were developed for this purpose. The control of a CTS presents multiple difficulties that have challenged the research efforts of numerous scientists in the accelerator community [10]–[17].

Due to their control difficulty, SC cavities presented a control scenario suitable for testing the performance of a new adaptive predictive expert (ADEX) control methodology [18], [19] that has already been applied to difficult-to-control processes in the industrial field with excellent results [20]–[23]. ADEX uses adaptive predictive control (APC) [24], [25], including an adaptive self-tuning feature that automatically addresses process and environmental uncertainties and identifies and tracks actual process...
Summary
The multipurpose hybrid research reactor for high-tech applications (MYRRHAA) is envisaged to be the first midsize, industrial-scale demonstrator of a transmutation reactor for the incineration of nuclear waste. It will be operative in Mol, Belgium, by 2030 and rely on a proton accelerator producing a high-energy beam that initiates and maintains transmutation within the reactor. The resonance frequency of the accelerator’s superconducting (SC) cavities is a critical variable that determines the performance and stability of the acceleration process. This article describes the design of an optimized adaptive control system (OACS) based on the adaptive predictive expert control methodology and illustrates its application to the resonance frequency of a high-fidelity SC cavity simulator of the MYRRHA proton linear accelerator developed by the Centre National de la Recherche Scientifique, France. The OACS approach enhanced the stability and control precision of the resonance frequency and proved to be reliable under unforeseen perturbations that had previously caused cavity failure under the operation of one of the most advanced proportional-integral-derivative-based control systems reported in control literature.

The article presents an overview of the MYRRHA ADS principle, its accelerator structure, and operation. Next is a description of the proton-acceleration process that occurs inside an SC cavity, including the principles and challenges of the cavity control loops [namely, the low-level radio frequency (LLRF) and CTS loops] that must be considered to achieve a proper acceleration of the beam. As explained in “Summary,” the article then discusses previous advanced control systems based on PID controllers for the CTS loop and presents the basic concepts of OACS and the AP algorithms used for the CTS loop in the context of ADEX methodology. The final sections describe how the optimized control strategy is applied, shows the results obtained by the OACS when applied to a simulation of the cavity, and compares them to those obtained by some of the PID-based control systems.

THE MYRRHA ADS AND ITS ACCELERATOR

The ADS Concept
An ADS is a hybrid nuclear fission reactor, driven by a particle accelerator. Unlike conventional critical reactors where the neutron population is sufficient to self-sustain the nuclear reaction, the subcritical core of an ADS requires an external neutron source to maintain the reactor operation. These additional neutrons are provided by a high-energy proton accelerator. The protons hit a specific target and produce neutrons by the spallation process [28]. ADS devices are considered a potential solution to reduce the volume and radiotoxicity of the accumulated nuclear waste, in particular MA and LLFPs [29]. Nuclear waste reduction can be achieved by transmutation and fission of these wastes under a high neutron flux [30].

The MYRRHA project, initiated by SCK-CEN, aims to construct a new nuclear facility in Mol [31]. This large-scale reactor prototype is designed to demonstrate the ADS concept for the transmutation of high-level radioactive waste (see Figure 1). The MYRRHA subcritical core will be cooled by a lead-bismuth eutectic (LBE). The LBE will also be used in the spallation target to produce the necessary neutron flux to operate the reactor. The facility therefore requires a continuous wave proton beam with a maximum power of 2.4 MW (600 MeV–4 mA).

In addition to providing a megawatt proton beam, the high-power accelerator must be extremely versatile to fulfill the exceptionally high level of reliability required to operate the ADS. Indeed, frequently repeated beam interruptions can induce high thermal stresses and fatigue on the reactor structures, the target, or the fuel elements. Moreover, beam interruptions will probably be systematically associated with reactor shutdowns that may also significantly affect the availability of the system, since the considered restart procedures could typically last about 20 h [32].

Thus, the number of beam interruptions must remain extremely low. The present tentative limit is ten beam
interruptions, longer than 3 s, per three-month operating cycle [33]. This leads to a global accelerator mean time between failures of approximately 250 h, which is a new and challenging goal in the field of high-power accelerators.

To address these requirements, the MYRRHA accelerator is based on a linac solution, mainly composed of accelerating SC cavities. The linac structure was established with redundant elements to enable failure mitigation (namely cavity failures) of fewer than 3 s during operation.

**The Proton Accelerator**

**Main Linac Characteristics**
The present conceptual design of the ADS-type proton accelerator was initiated through previous European Atomic Energy Community (EURATOM) Framework Programmes: PDS-XADS and EUROTRANS projects. It has been consolidated in the frame of the MAX project (EURATOM FP7) [34]. The conceptual scheme of the accelerator is given in Figure 2; it is composed of an SC linac and an injector that preaccelerates protons to a kinetic energy of 17 MeV [35], [36]. The injector is a compact, accelerating line that is approximately 20 m long. The best way to compensate failures in the injector is to double the line; a second hot, standby, spare injector is provided to quickly resume beam operation in case of failure in the main one [37].

From the injector, the beam is then accelerated through the 17-600 MeV main linac, which is approximately 250 m long. The accelerator is composed of three sections with different cavity families, whose main characteristics are...
Table 1 The main characteristics of the linac cavities [40]. These cavities have been designed regarding specific reliability guidelines for the MYRRHA linac. The goal is to provide a stable and robust beam with operational margins and allow maximum redundant elements for failure mitigation. *The optimal \( b_{opt} \) is the \( \beta \) (velocity) for which the acceleration is the most efficient in the cavity; that is, highest \( E_{acc} \). **The accelerating field \( E_{acc} \) is given at optimal \( \beta \) and normalized to \( L_{acc} = N_{gap} \beta_{opt} \lambda/2 \).

<table>
<thead>
<tr>
<th>Section number</th>
<th>Number 1</th>
<th>Number 2</th>
<th>Number 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{input} ) (MeV)</td>
<td>17.0</td>
<td>80.8</td>
<td>184.2</td>
</tr>
<tr>
<td>( E_{output} ) (MeV)</td>
<td>80.8</td>
<td>184.2</td>
<td>600.0</td>
</tr>
<tr>
<td>Cavity technology</td>
<td>Spoke</td>
<td>Elliptical</td>
<td></td>
</tr>
<tr>
<td>Resonance frequency (MHz)</td>
<td>352.2</td>
<td>704.4</td>
<td>704.4</td>
</tr>
<tr>
<td>Optimal ( \beta^* )</td>
<td>0.375</td>
<td>0.510</td>
<td>0.705</td>
</tr>
<tr>
<td>Cells per cavity</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( E_{accNom}^{**} ) (MV/m)</td>
<td>6.4</td>
<td>8.2</td>
<td>11.0</td>
</tr>
<tr>
<td>( E_{accMax}^{**} ) (MV/m)</td>
<td>8.3</td>
<td>10.7</td>
<td>14.3</td>
</tr>
<tr>
<td>Number of cavity/cryomodule</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Total number of cavities</td>
<td>48</td>
<td>34</td>
<td>60</td>
</tr>
<tr>
<td>Synchronous phase (( \alpha ))</td>
<td>–40 to –18</td>
<td>–36 to –15</td>
<td></td>
</tr>
<tr>
<td>Beam power load/cavity (kW)</td>
<td>1.5 to 8</td>
<td>2 to 17</td>
<td>17 to 32</td>
</tr>
<tr>
<td>Section length (m)</td>
<td>73.0</td>
<td>63.9</td>
<td>100.8</td>
</tr>
</tbody>
</table>

These cavities have been designed regarding specific reliability guidelines for the MYRRHA linac. The goal is to provide a stable and robust beam with operational margins and allow maximum redundant elements for failure mitigation. \*The optimal \( b_{opt} \) is the \( \beta \) (velocity) for which the acceleration is the most efficient in the cavity; that is, highest \( E_{acc} \). \**The accelerating field \( E_{acc} \) is given at optimal \( \beta \) and normalized to \( L_{acc} = N_{gap} \beta_{opt} \lambda/2 \).

Fault Compensation in the Linac

Unlike the injector, the fault compensation scheme in the main linac is based on serial redundancy. The currently adopted strategy is to use a local compensation method (see Figure 3) to compensate for failures of cavities, their associated control systems, and their power supply. As shown in Figure 3, a cavity fault is compensated by acting on the accelerating gradient and the phase of the four nearest-neighboring cavities operating derated (that is, not already used for compensation). The beam is turned off during this retuning procedure. Therefore, the retuning procedure must be sufficiently fast to resume the beam in fewer than 3 s, so the beam interruption remains “transparent” for the ADS operation.

This retuning scheme can only be achieved by providing significant power and accelerating gradient overhead throughout the three SC sections. As a consequence, the
operating accelerating gradients of the MYRRHA cavities have been chosen on the conservative side. To enable the compensation procedures under nominal conditions, the cavities operate with an accelerating gradient that is 30% below its maximum capabilities [40]–[42]. Beam physics studies have been carried out to evaluate the feasibility of the retuning procedures. The results obtained tend to show that it is possible to apply the local compensation method without substantially perturbing the beam transport and acceleration [43].

The following section describes the operating principle of SC cavities and the control loops that are critical to provide proper beam acceleration. The adopted global control strategy for the cavities of the MYRRHA linac will then be discussed.

**ACCELERATION PROCESS IN A CAVITY AND CONTROL LOOPS**

**Accelerating Cavity**

**Principle and Synchronism Condition**

An accelerating cavity is an RF resonator that enables the storage of an electromagnetic wave, whose frequency belongs to a bandpass around the cavity’s intrinsic resonance frequency, by reflecting this wave on the cavity walls. Figure 4 shows an example of a five-cell elliptical cavity of the MYRRHA linac section #2; the cavity prototype built by Istituto Nazionale di Fisica Nucleare di Milano [44] is shown in (a), and (b) features the vector electric field in the cavity together with the sketch (in red) of a particle bunch in figure 3.

The principle of the local compensation method in the main superconducting linac [41]. A cavity faulty is compensated by acting on the accelerating gradient and the phase of the four nearest-neighboring cavities operating derated, that is, not already used for compensation. (Image courtesy of the Institut de Physique Nucléaire d’Orsay.)

**Figure 3**

**Figure 4** A five-cell elliptical cavity: electric field, bunch of particles, and prototype. (a) A cavity prototype for the accelerator [44] and (b) a representation of the vector electric field inside the cavity induced by the power coupler and measured by the pick-up antenna; a particle bunch is depicted in the first cell.

**Figure 5** An acceleration synchronism. The bunch has a longitudinal spread that characterizes the phase dispersion of the particles. To maintain the cohesion of the bunch throughout its acceleration, it is preferable that the bunch enters the cavity while the field is increasing. Therefore, a particle of the bunch arriving early (M) will be accelerated less so it will “wait” for the incoming particles at the end of the bunch (N), which will be affected by a higher accelerating field. On the other hand, a bunch arriving in the cavity while the field is decreasing will tend to spread and dilute (N₁, N₂). By convention, we consider a synchronous particle (N, M) that represents the bunch average.
Accelerating Field and Main Characteristics

To better understand how the electric field of the RF wave enables the particle acceleration, consider a particle of charge $q$ with velocity $v = \beta c$. This particle enters the cavity at time $t = t_0 (z = 0)$ and exits the cavity at $t_r$. The energy gain is the work of the electric force on the particle

$$\Delta W = \int_{t_0}^{t_r} q E v dt,$$

(S1)

and $E$ is the electric field seen by the particle along the beam axis. The field profile along the beam axis $E_z(z, r = 0)$ depends on the position, and it oscillates at the angular frequency $\omega_0$. Therefore, the energy gain of a particle, which enters the cavity with a phase shift $\varphi$, is

$$\Delta W = q \text{Re} \left[ \int_{t_0}^{t_r} E_z(z, r = 0) e^{i(\omega_0 t + \varphi)} dt \right].$$

(S2)

For one cavity, the energy gain is generally considered small with respect to the kinetic energy of the particle. In this approximation, $\beta$ is almost constant and (S2) can be simplified as

$$\Delta W = q \text{Re} \left[ \int_{t_0}^{t_r} E_z(z, r = 0) e^{i(\omega_0 t + \varphi)} dt \right],$$

(S3)

with $L_{tot}$ the total length of the cavity. As a consequence, by identification with (1),

$$V_{acc} = \frac{\Delta W}{q} = \left| \int_{t_0}^{t_r} E_z(z, r = 0) e^{i(\omega_0 t + \phi)} dz \right|$$

(S4)

and

$$\phi_s = \arctan \left( \frac{\int_{t_0}^{t_r} E_z(z, r = 0) \sin \left( \frac{\omega_0 z + \varphi}{\beta c} \right) dz}{\int_{t_0}^{t_r} E_z(z, r = 0) \cos \left( \frac{\omega_0 z + \varphi}{\beta c} \right) dz} \right).$$

(S5)

Finally, by convention, the accelerating field seen by the particle during its travel through the cavity is defined as

$$E_{acc} = \frac{V_{acc}}{L_{acc}} = \frac{1}{L_{acc}} \left| \int_{t_0}^{t_r} E_z(z, r = 0) e^{i(\omega_0 t + \varphi)} dt \right|,$$

(S6)

with $L_{acc}$ the acceleration length corresponding to the length of the accelerating gaps in a cavity. For example, the elliptical cavity of Figure 4 has five cells, so five accelerating gaps, and $L_{acc} = 5 L_{cell}$, while $L_{tot}$ also includes the lengths of the beam tubes.

It can be seen from (S6) that the accelerating field value is directly linked to the velocity of the accelerated particle. It also depends on the amplitude of $E_z(z, r = 0)$, which depends on the RF power that can be stored in the cavity. The maximum power that can be stored will be directly linked to the dissipations of the RF waves on the inner cavity walls. These dissipations are quantified by the quality factor $Q_0$ for the resonant mode of angular frequency $\omega_0$, as the ratio between the energy stored $U$ (in joules) and the power dissipated per RF cycle $P_{cav}$ (in watts)

$$Q_0 = \frac{2\pi}{\omega_0} \frac{\text{Storied energy in the cavity}}{\text{Dissipated energy per RF cycle}} = \frac{\omega_0 U}{P_{cav}}.$$  

(S7)

THE CAVITY: A BANDPASS RESONATOR

Due to its geometry, an accelerating cavity enables the storage of an electromagnetic wave that resonates at a given frequency. It is a bandpass resonator, and its behavior is similar to a parallel RLC electrical circuit. In this analogy, the power dissipated in the cavity walls $P_{cav}$ can be expressed as a function of an impedance $r_{shunt}$ subjected to a voltage $V_{acc}$

$$r_{shunt} = \frac{V_{acc}^2}{2P_{cav}}.$$  

(S8)

This “shunt impedance” (in ohms) will be as high as the RF losses will be low. In a manner similar to that of the quality factor, $r_{shunt}$ enables quantification of the RF losses in the cavity. It is, therefore, interesting to link those two parameters with their ratio ($r/Q$). According to (S6)–(S8),

$$\left( \frac{r}{Q} \right) = \frac{(E_{acc} L_{acc})^2}{2\omega_0 U}.$$  

(S9)

The ($r/Q$) is a critical parameter, and it must be optimized during the design to maximize cavity performance. The ($r/Q$)

the first cell. The electromagnetic wave propagates, through wave guides from the radio-frequency (RF) power generator, and is injected into the cavity by an antenna: the power coupler. Another antenna known as the pick-up measures the electromagnetic wave inside the cavity and uses it as a feedback signal for the cavity control loops.

To enable proper acceleration of the beam, the particles are grouped in bunches whose passage through the accelerating gaps must be synchronized with the field oscillations. When accelerating a bunch, the electric field direction is along the beam axis and the amplitude of the field is oscillating at the frequency, $f_0$, of the injected RF signal.

The bunch has a longitudinal spread that characterizes the phase dispersion of the particles. To maintain the cohesion of the bunch throughout its acceleration, it is preferable that the bunch enters into the cavity while the field is rising. This case is shown in Figure 5, which displays the overall acceleration voltage, as seen by a particle passing through the cavity, as a function of its longitudinal position in the bunch. A particle of the bunch arriving a little
too early ($M_1$) will be accelerated less, so it will tend to wait for the incoming particles at the end of the bunch ($M_2$), which will be affected by a higher accelerating field. On the other hand, a bunch arriving in the cavity while the field is decreasing will tend to spread and dilute ($N_1, N_1, N_2$).

By convention, an “ideal” particle is one that enters neither too early nor too late in the cavity. This reference particle is called the synchronous particle, and it enables the definition of an equilibrium phase that guarantees the synchronism condition between the accelerating wave and the bunch. This synchronous phase $\phi_s$ can be understood as the average phase of the bunch with regard to the RF wave, during its travel through the cavity. For details, see “Accelerating Field and Main Characteristics.” Thus, considering the particles charge $q$, the energy gain of the beam can be modeled as

$$\Delta W = q V_{acc} \cos(\phi_s),$$

where $V_{acc}$ is the maximal possible accelerating voltage. The synchronous phase choice, for each cavity, is dictated

depends on the geometry of the cavity, but it is also related to $E_{acc}$. Therefore, for a given stored energy in the cavity, the higher ($v/Q$) is, the higher $E_{acc}$ will be. In this way, the power losses $P_{cav}$ will be minimized.

Nevertheless, the RF power from the generator is not only dissipated in the cavity, but a major part is absorbed by the beam. Still, there are also significant losses in the power coupler and waveguides, in other words, throughout the external environment of the cavity. As a consequence, an external quality factor (or external coupling) can also be defined that takes into account the losses ($P_{ext}$) in all the other systems apart from the cavity (such as the power coupler and waveguides)

$$Q_{ext} = 2\pi \frac{\text{Stored energy in the cavity}}{\text{External dissipated energy per RF cycle}} = \omega_0 \frac{U}{P_{ext}}. \quad (S10)$$

In the same way, it is possible to define the loaded quality factor (or loaded coupling) of the cavity $Q_L$, which takes into account the total RF losses

$$Q_L = 2\pi \frac{\text{Total dissipated energy per RF cycle}}{\text{Stored energy in the cavity}} = \omega_0 \frac{U}{P_{cav}}. \quad (S11)$$

In the case of a superconducting (SC) cavity, the order of magnitude of $Q_0$ is between $10^9$ and $10^{10}$, and the loaded quality factor is also rather high: $Q_L \approx 10^9$ depending on the beam properties and accelerating voltage in the cavity [16]. Under these conditions, the bandwidth of the cavity is directly linked to $Q_L$ (see Figure S1) [S1]

$$BW_{\omega} \approx \frac{\omega_0}{Q_L} \approx BW_{f} \approx \frac{f_0}{Q_L}. \quad (S12)$$

In an SC linac, such as MYRRHA, the cavities have a very narrow bandwidth (around 100 Hz), which makes them very sensitive to any perturbation.
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FIGURE S1 A cavity Bode diagram. In the case of a superconducting cavity, the order of magnitude of $Q_0$ is between $10^9$ and $10^{10}$, and the loaded quality factor is also rather high: $Q_L \approx 10^9$ depending on the beam properties and the accelerating voltage in the cavity [16]. At these conditions, the bandwidth of the cavity is directly linked to $Q_L$. In a superconducting linac, such as MYRRHA, the cavities have a very narrow bandwidth, around 100 Hz, which makes them very sensitive to any perturbation.
by the beam physics, to guarantee good acceleration of the beam without losing particles.

**Detuning of Resonance Frequency by Perturbations**

During normal operation, the resonance frequency of the cavity must be maintained very close to the frequency of the RF signal injected into the cavity. The RF signal frequency from the generator is constant and equal to the frequency (or a harmonic) of the repetition rate of the bunches passing through the cavity. It is essential to maintain the accelerating field at a constant value to enable good acceleration of the beam bunches. However, a change in the resonance frequency of the cavity will induce a modification of phase \( \phi \), meaning a change of phase between the input RF signal, injected with the power coupler, and the output RF signal from the pick-up antenna. This also results in a modification of the synchronous phase \( \phi_s \), the phase between the beam and the accelerating field. As a consequence, the energy gain is modified in the cavity, and the acceleration process is perturbed. This mechanism is described in Figure 6. At time \( t_0 \), the resonance frequency of the cavity \( f_{ca} \) is equal to the frequency of the injected signal \( f_{RF} \). At time \( t_1 \), the resonance frequency has changed due to mechanical perturbations on the cavity. Consequently, the accelerating voltage decreases, and the phase is modified. To keep the same accelerating field in the cavity, it is necessary to increase the amplitude and adjust the phase of the injected RF signal. The control of the phase and the amplitude is achieved with the LLRF feedback loop. Nevertheless, these changes will induce a power over-consumption and may lead to the saturation of the RF power amplifier [16].

As a consequence, it is necessary to control the mechanical deformations of the cavity. The principle of the mechanical tuning system, on which the studies presented in this article are based, will be explained in the following sections. It was designed and built to compensate for, at best, the main mechanical perturbations of different types.

- **The Lorentz forces**: The electromagnetic signal stored inside the cavity induces radiation pressure on its walls. This results in a small deformation of the cavity, resulting in a resonance frequency detuning [45]. The accelerating field inside a cavity \( E_{acc} \) can be defined from the accelerating voltage as

\[
E_{acc} = \frac{V_{acc}}{L_{acc}},
\]

where \( L_{acc} \) is the accelerating length. The static detuning \( \Delta f \) can be expressed as a function of the accelerating field \( E_{acc} \) and the Lorentz factor \( k_L \). The Lorentz factor can be estimated with mechanical and electromagnetic simulations. It can also be measured during cavity tests, and is given in Hz/(MV/m)^2. The static detuning amplitude due to Lorentz forces increases with the square of \( E_{acc} \).

- **The microphonics**: Vibrations due to the environmental systems of the cavity can excite its mechanical modes and create some dynamic detuning. They are barely predictable and can become very critical for the cavity control. In general, the frequency range for microphonics is from ~1 Hz to ~1 kHz. Beyond that range, vibrations are dampened by the mechanical elements. The total perturbations due to microphonics is

\[
\Delta f_{mic} = \sum_i \Delta f_i(t) \sin(\omega_i t),
\]

with \( \omega_i \) the angular frequency of the mechanical excitation and \( \Delta f_i \) the detuning amplitude the cavity resonance frequency.

**Figure 6** The principle of cavity detuning. When the resonance frequency of the cavity changes, the amplitude and phase of the radio frequency (RF) signal are affected. The change must be compensated by increasing the amplitude by \( \Delta V \) and changing the phase by \( -\Delta \psi \).
The helium bath: Some detuning can also be observed due to variations in the helium bath pressure $\Delta f_{he}$. Nevertheless, these variations are very slow. The order of magnitude for such time variations is from a few seconds to minutes.

The total detuning of the cavity is

$$\Delta f = f_0 - f_{cav},$$

with $f_0$ the frequency of the injected RF signal in the cavity. The resonance frequency of the cavity, due to detunings, is $f_{cav}$. Finally, the total detuning of the cavity can be written as

$$\Delta f = -\Delta f_L - \Delta f_{mic} - \Delta f_{he} - \Delta f_{CTS}.$$ (6)

In (6), $\Delta f_{CTS}$ is the contribution of the CTS, which enables compensation for the perturbations. It enables the cavity to be tuned to its optimal frequency detuning $\Delta f_{opt} = f_0 - f_{cav}^{opt}$, to minimize the RF power consumption. The value of $\Delta f_{opt}$ is not obviously equal to zero and can be expressed from the power balance on the cavity. For details, see “Optimal Frequency Detuning.”

**LLRF and CTS Loops**

Since power consumption should not exceed reasonable limits, the resonance frequency of each cavity must be kept under control. The resonance frequency of the cavity will be controlled by acting on the CTS. The CTS is a mechanical system able to compress or expand the cavity walls when driven by the stepper motor or by piezoelectric actuators [39]. An example of a CTS implemented in a cryomodule can be seen in Figure 7. Therefore, the control strategy for the cavities of MYRRHA is to use two feedback control loops, as described in Figure 8.

![Figure 8](image_url)

**Figure 8** The cavity control system strategy. The strategy for cavity control considers two independent control systems, one for the low-level radio frequency (LLRF) loop and another for the cold tuning system (CTS) loop. The LLRF loop maintains the phase ($\phi_z$) and amplitude of the field ($E_{acc}$), measured inside the cavity at their setpoints. The CTS loop maintains the resonance frequency detuning of the cavity ($\Delta f$) as close as possible to its optimum value ($\Delta f^{opt}$) by acting on the voltage applied to the piezoelectric actuator via the amplifier (amps).
Optimal Frequency Detuning

For a superconducting (SC) cavity (with \( Q_0 > Q_c \)) at steady state (that is, when the accelerating field has been ramped up to a stable value), the power from the generator \( P_g \), the power stored in the cavity \( P_{acc} \), the power transmitted to the beam \( P_b \), and the reflected power at the power coupler port \( P_{ref} \) can be written as \([16, S1]\)

\[
P_g = \frac{V_{acc}^2}{8(r/Q)Q_c^2} \left( 1 + \left( 2Q_c \frac{\Delta f}{f_0} \right)^2 \right) + \frac{I_{fs}}{2} \left[ \cos(\phi_s) + \sin(\phi_s) \left( 2Q_c \frac{\Delta f}{f_0} \right) + \frac{r/Q}{2} I_{fs}^2 \right],
\]

\[
P_{acc} = \frac{1}{2} V_{acc} \left( \cos(\phi_s) + \sin(\phi_s) \left( 2Q_c \frac{\Delta f}{f_0} \right) - \frac{r/Q}{2} I_{fs}^2 \right).
\]

\[
P_{ref} = \frac{V_{acc}}{2(2r/Q)} \left[ 4Q_c \left( 1 + \left( 2Q_c \frac{\Delta f}{f_0} \right)^2 \right) - 1 \right] + I_{fs} V_{acc} \left( \frac{\cos(\phi_s) + \sin(\phi_s)2Q_c \frac{\Delta f}{f_0} - \cos(\phi_s)}{2} \right)
\]

\[
+ \frac{r/Q}{2} Q_c I_{fs}^2.
\]

In addition, by ignoring the power in the pick-up antenna,

\[
P_g = P_{acc} + P_b + P_{ref}. \tag{14}
\]

Note that the powers \( P_g \) and \( P_{ref} \) depend on the desired voltage \( V_{acc} \) in the cavity, the beam current \( I_{fs} \), synchronous phase \( \phi_s \), loaded coupling \( Q_c \), and the cavity detuning \( \Delta f \).

For a given \( V_{acc} \), \( I_{fs} \), and \( \phi_s \), the power delivered by the generator depends on the cavity detuning. The power transmission of \( P_g \) will be optimal while \( P_{ref} \) will be minimized. According to (S13), the detuning that minimizes the reflected power is

\[
\Delta f_{opt} = -f_0 \frac{I_{fs} (r/Q)}{V_{acc}} \sin(\phi_s). \tag{15}
\]

To illustrate the importance of optimal detuning, consider the example with a cavity of the linac that operates to a nominal accelerating field \( E_{acc} = 8.2 \text{ MV/m} \) (\( L_{acc} = 0.5 \text{ m} \)) and with a synchronous phase \( \phi_s = -25^\circ \). The beam current is \( I_{fs} = 4 \text{ mA} \) and \( (r/Q) = 80 \Omega \). According to (S15), the cavity optimal detuning, in steady state, is \( \Delta f_{opt} \approx 24 \text{ Hz} \).

To ensure optimal detuning, the tuning system must compensate for the perturbations, in particular the Lorentz forces. In this example, without considering the influence of the microphonics and the helium bath, the contribution of the tuning system must be

\[
\Delta f_{OTS} = -\Delta f_{opt} - \Delta f (E_{acc} = 8.2 \text{ MV/m}). \tag{16}
\]

\( P_g \), \( P_{ref} \), and \( P_b \) (for an SC cavity \( P_{acc} \) is small) are plotted in Figure S2 as a function of the accelerating field in the cavity. The cavity frequency is tuned to compensate for the Lorentz forces at the nominal operation point \( E_{acc} = 8.2 \text{ MV/m} \) (solid line curves on Figure S2): here \( k_L = 10 \text{ Hz/(MV/m)}^2 \) and \( \Delta f (E_{acc} = 8.2 \text{ MV/m}) = \pm 538 \text{ Hz} \). Two settings of static detuning are represented, one with the solid line and another with the dotted line. Initially, the tuning system is set for optimal operation at 8.2 MV/m. To increase the field value to 10.7 MV/m, the tuning system must move its position to compensate for the Lorentz detuning increase and reach the new \( \Delta f_{opt} \).

The operation is optimal at 8.2 MV/m because the reflected power is minimized. However, around this point, the RF power supply must furnish more power than necessary if the accelerating field has to be changed. In addition, the maximum power (30 kW) that the generator can deliver is quickly reached. As a consequence, if the field has to be increased to 10.7 MV/m (the dashed line curves on Figure S2), it is necessary to reoptimize the frequency detuning of the cavity while the field is ramped up. In this way, the Lorentz detuning is compensated, and there is no power saturation of the generator. When the steady state is reached, the RF power consumption is minimized.

To operate an SC cavity in a continuous-wave mode, it is necessary to use a tuning system that can be dynamically controlled to help the low-level radio frequency feedback loop that enables the stabilization of the accelerating field and phase inside the cavity. The tuning-system control loop must enable the compensation of all the perturbations. The Lorentz forces may bring a high cavity detuning, which leads to power saturation. Microphonics, which may appear randomly, can also strongly perturb the cavity operation. It is, therefore, essential to use a system that can compensate for these dynamic detunings and adapt to their evolutions.
The LLRF loop maintains the phase ($\phi_S$) and the amplitude of the field ($E_{ac}$) measured inside the cavity at their SPs. In contrast to the traditional amplitude and phase control, the LLRF is based on the control of the real (in phase, $V_{\phi}$) and imaginary (quadrature, $V_{\varphi}$) components of the accelerating voltage. It acts on the phase and amplitude of the RF power amplifier signal, injected via the power coupler into the cavity, to maintain the accelerating voltage at its SPs, $V_{sp}^E$ and $V_{sp}^I$.

The CTS loop maintains the resonance frequency detuning of the cavity ($\Delta f$) as close as possible to its optimum value ($\Delta f^{opt}$) by acting on the voltage applied to the piezoelectric actuator via the amplifier (amps). However, the cavity’s resonance frequency will be affected by several perturbations such as microphonics or Lorentz detuning ($\Delta f_{mic}$ and $\Delta f_L$, respectively). The CTS control loop must compensate for the effect of these perturbations acting on the CTS, so that it retunes the cavity ($\Delta f_{CTS}$).

This article focuses on the CTS loop, its control challenges, which are explained in the following section, and the design of the OACS that will face these challenges.

**CTS Loop Main Control Challenges**

The CTS loop is a vital part of the acceleration structure. Precise control of the cavity detuning can significantly reduce RF power consumption, which is about 30% of the total amount of energy foreseen for the whole accelerator operation. The main control challenges are as follows.

- **Dynamics of the cavity resonance frequency.** When driven by piezoelectric actuators, the CTS can also excite some mechanical vibrating modes of the cavity. The dynamic response of the 704.4-MHz, five-cell, elliptical resonance frequency detuning when excited by the piezoelectric actuator was measured and modeled [16]. Figure 9 shows (in blue) the cavity’s detuning produced by a sinusoidal excitation with 1-V amplitude on the piezos and frequencies varying from 0 to 1000 Hz. These measurements evaluated the vibrating mechanical modes of the cavity and to model (green curve in Figure 9) the transfer function of the CTS acting on the cavity resonance frequency. It can be seen in Figure 9 that the cavity presents a high number of mechanical resonant modes with different resonant magnitudes. These resonant modes can be excited by the piezoelectric actuator movement or by external vibrations, which might also excite other modes in an unknown manner, producing strong perturbations on the cavity detuning.

- **Time constraints.** It is well known that the resonance frequency of an operating cavity varies significantly in the range of microseconds/milliseconds. The processing time needed for the OACS execution to perform proper control must be studied with the help of the CNRS simulation. The feasibility of executing the OACS in available hardware platforms within the specified time constraints will be determined.

- **Lorentz forces detuning.** High variations of the RF field inside the cavity will induce forces in the cavity walls that will slightly deform them. However small, these deformations will cause significant variations in the cavity detuning.

- **Microphonic perturbations.** Microphonic perturbations are produced by environmental noise and vibrations that may cause drifts from the optimal cavity detuning and excite vibrating mechanical modes.

- **Uncertainty in the cavity’s operation.** The time-varying environment (microphonics, Lorentz forces, and beam intensity) will not only tend to deviate the cavity’s critical variables from their SPs but also change the dynamics or cause–effect relationship of the cavity’s processes.

- **Pure time delay.** This delay may be considered a minor control challenge when compared to the previously discussed delays. However, it is relevant to note that there exists a pure time delay ($\approx1$ ms) between the control actions applied to the piezoelectric actuator and the beginning of the dynamic response of the cavity resonance frequency. This pure time delay corresponds to one-fifth of the entire dynamic time response and is caused by the piezo’s movement transmission across the mechanical system and by the cause–effect dynamics from the mechanical action on the cavity to the electromagnetic wave variation. This kind of time delay can affect the performance of analog control systems, although digital formulations, such as those presented in this article, can help overcome this problem.
To address the control challenges here considered for the CTS loop, an OACS was developed and tested on a simulation of the 704.4-MHz, elliptical SC cavity shown in Figure 4. The OACS performance was compared with some of the most significant PID controller-based control systems that were previously applied to the CTS loop [14]–[16]. These systems are described in the following section.

**PID-BASED CONTROL SYSTEMS FOR THE CTS LOOP**

Many control system designs are based on PID control with (possibly ad hoc) enhancements. For example, an adaptive feedforward technique was proposed [10]–[13], in which a reference signal attempts to compensate for periodic perturbations previously recorded in the facility. This reference signal is processed, prior to its application to the cavity, by an inverse adaptive model of the cavity obtained with techniques such as the least mean squares method. The main limitation of this kind of approach [10] is related to the lack of capacity of PID controllers to achieve the desired level of disturbance attenuation, since their controller gains are limited by stability requirements.

Recently, a feedback alternative was proposed using a series of bandpass filters operating in parallel with a PID controller to enhance compensation at determined critical frequencies [14]–[17]. This bandpass filters technique yielded excellent results that are referenced below.

The original implementation of this approach [14] considered Chebyshev type II bandpass filters acting in parallel with a PID controller to compensate for persistent microphonics. Phase shifters were added [15], [16] in series with the filters, enabling the adjustment of filter delay to enhance microphonic compensation. This last approach is represented in the block diagram of Figure 10.

In the control system in Figure 10, several filters can work in parallel with the PID controller being fed by the error signal, computed as the difference between the PV, which is the cavity’s resonant frequency, and its SP. Gains $K_i$ and phase shifts $\phi_i$, where $i$ is the number of the filter, are placed in series with the filters, as shown. These parameters are considered separately, given the importance of their tuning to the control system’s performance. Under this scheme, bandpass filters act as a feedback mechanism that, prior to applying the error signal to the process, isolates the microphonic frequency.

![Diagram of control system](image)

**Figure 10** Microphonic compensation by Chebyshev filters. This approach combines a proportional-integral-derivative (PID) controller for driving the process variable (PV) to its setpoint (SP), with bandpass Chebyshev type II filters to compensate for microphonic perturbations. Several filters can work in parallel with the PID controller being fed by the error signal, computed as the difference between the PV, which is the cavity’s resonant frequency, and its SP. Gains $K_i$ and phase shifts $\phi_i$, where $i$ is the number of the filter, are placed in series with the filters, as shown. These parameters are considered separately, given the importance of their tuning to the control system’s performance. Under this scheme, bandpass filters act as a feedback mechanism that, prior to applying the error signal to the process, isolates the microphonic frequency.

The coefficients shown in Table 2 define the Chebyshev type II bandpass filter designed for a frequency of 71 Hz with a sampling time of 2 $\mu$s. At this frequency, a microphonic perturbation was implemented in the simulation, and the filter considered here was used to obtain the results presented in the “Simulation Results” section.
Figure 11 shows the classical shape of the step response of a Chebyshev filter, in this case the one determined by the parameters of Table 2. The figure shows a sinusoidal wave of 71 Hz, of which the amplitude depends on the magnitude of this harmonic component on the filtered signal (in this case a step). The computed Bode diagram of this filter is shown in Figure 12. The frequency response in Figure 12 shows the magnitude of attenuation and the phase shift caused by the filter in the harmonic components of the incoming signal, as a function of their frequency. As can be observed in Figure 12 for 71 Hz, there is no attenuation (≈0 dB). There is considerable attenuation for the rest of the frequencies. In this manner, Chebyshev filters separate their design frequency from the rest of the signal.

Chebyshev filter performance was described in [14] and is an appropriate tool for the compensation of microphonics that cause sinusoidal drifts at a determined frequency in the cavity’s detuning. Nevertheless, these kinds of filters were conceived for microphonic perturbations that occur in a certain scenario, at a certain time, in a particular facility, and with a particular setup. However, the way in which microphonic perturbations alter the cavity detuning will change according to external factors such as the equipment (that is, pumps and motors) in the facility or the transports surrounding it. Thus, the performance of this type of filter, when facing the uncertainties of a continuous operating facility such as MYRRHA, in which operating circumstances will change while filter parameters remain unchanged, may deteriorate.

ADEX OPTIMIZED ADAPTIVE CONTROL SYSTEMS

Due to the time-varying nature of industrial processes, desirable control performance is often difficult to achieve using fixed parameter controllers. Current industrial applications demonstrated that the use of systems-integrating adaptive controllers in the appropriate control strategy can yield optimized control performance [20]–[23]. This kind of system is referred to as an OACS [26]. When ADEX is the type of adaptive controller used in the optimized control strategy, the corresponding system is referred to as an ADEX OACS or, simply, ADEX system.

The general ADEX methodology and how ADEX controllers define AP or expert control domains of application within the controller operation are described in ”ADEX Optimized Adaptive Controllers and Systems.” Operator knowledge of the process dynamics are used in the configuration of the ADEX controller to improve the performance, robustness, and stability of the overall control system. The following section describes the specific AP control algorithms used within the central AP domain of the ADEX controller and its experimental performance on the CTS loop.

Adaptive Predictive Control for the CTS Loop

This section describes the operation algorithm in an AP domain of the ADEX controller applied to the CTS regulation loop. The general methodology of AP expert ADEX control is described in ”ADEX Optimized Adaptive Controllers and Systems.”

<table>
<thead>
<tr>
<th>Coefficient Chebyshev Type II</th>
<th>Value</th>
<th>Coefficient Chebyshev Type II</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a₁</td>
<td>3.98214754</td>
<td>b₀</td>
<td>0.00999999</td>
</tr>
<tr>
<td>a₂</td>
<td>−5.96237521</td>
<td>b₁</td>
<td>−0.03984043</td>
</tr>
<tr>
<td>a₃</td>
<td>3.97816630</td>
<td>b₂</td>
<td>0.05968248</td>
</tr>
<tr>
<td>a₄</td>
<td>−0.99800146</td>
<td>b₃</td>
<td>−0.03984238</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b₄</td>
<td>0.01000097</td>
</tr>
</tbody>
</table>

**TABLE 2** A Chebyshev type II filter’s coefficients for 71-Hz bandpass. These coefficients define the Chebyshev type II bandpass filter designed for a frequency of 71 Hz with a sampling time of 2 μs. At this frequency, a microphonic perturbation was implemented in the simulation.

![Figure 11](image1.png) A step filtered with a Chebyshev filter designed for 71 Hz. The filtered step response is a sinusoidal wave of 71 Hz, of which the amplitude depends on the magnitude of this harmonic component in the step.

![Figure 12](image2.png) A Bode diagram of a Chebyshev type II filter designed for a 71-Hz frequency. The 71-Hz frequency has almost no attenuation (≈0 dB), while the rest of the frequencies are considerably attenuated.
ADEX Optimized Adaptive Controllers and Systems

The methodology of the adaptive predictive expert (ADEX) [18], [19] arises from the integration of adaptive predictive control (APC) [24], [25], [53] and expert control [S2], defining domains of operation for each in an integrated structure of control. ADEX methodology enables the controller to be designed in such a way that it detects its current operating domain and uses the best information available from the process to apply APC (AP domain) or expert control (EX domain) accordingly. ADEX control benefits from the experience of the operator and defines the rules governing the use of expert control or the best way of applying APC in each domain of operation. In this way, ADEX overcomes the lack of robustness of APC and can be used to apply optimized control as explained below.

Expert control is applied in operating domains where the basic objective is to lead the process variables (PVs) back toward domains where the application of APC is possible and desirable. APC in these AP domains quickly reduces the prediction error toward zero, which enables the evolution of the PVs to be guided in the desired way, solely restricted by the physical limitations of the process itself. In this way, the criterion for the design of the desired evolution of the PVs does not depend on stability considerations, as in the typical case of control systems based on proportional-integral-derivative controllers, but will be able to focus on optimizing the performance of the process without any restriction other than physical limitations.

AP AND EXPERT DOMAINS OF OPERATION

When an ADEX controller operates in an AP domain, its control algorithms result from the combination of those executing a predictive controller and those executing an adaptive system, as represented in the block diagram of Figure S3. As shown in Figure S3, the predictive controller and the adaptive system share the same AP model yet execute different functions by assigning equations to the various blocks that describe the operation of a generic AP controller. The dynamics of the generic process considered in Figure S3 can be described by multi-input, multi-output difference equations

\[ Y(k) = \sum_{i=1}^{n_0} A_i(k) Y(k-i) + \sum_{i=1}^{r_0} B_i(k) U(k-i) \]

\[ + \sum_{i=1}^{w_0} C_i(k) W(k-i) + \Delta(k), \]  

(S17)

where \( Y(k-i) \), \( U(k-i) \), and \( W(k-i) \) are, respectively, the increments at time \( k-i \) of the measured output, input, and measurable disturbance vectors of the process with respect to its steady-state values. \( A_i(k) \), \( B_i(k) \), and \( C_i(k) \) are time-variant matrices of appropriate dimensions that determine the most significant dynamics of the process. \( \Delta(k) \) is the perturbation vector, where measurement noises, nonmeasurable perturbations, and other process dynamics are considered, and \( r \) represents the pure process time delay.

The AP model used in the adaptive system of Figure S3 calculates an a priori estimation of the process output \( Y(k) \) as

\[ \hat{Y}(k|k-1) = \sum_{i=1}^{n_0} \hat{A}_i(k-1) Y(k-i) + \sum_{i=1}^{r_0} \hat{B}_i(k-1) U(k-i) \]

\[ + \sum_{i=1}^{w_0} \hat{C}_i(k-1) W(k-i). \]  

(S18)

![Figure S3](image-url) A block diagram of adaptive predictive (AP) control.
The adaptation mechanism uses the error of the a priori estimation $Y(k) - \hat{Y}(k|k-1)$ to adjust the AP model parameter matrices $\hat{A}_i, \hat{B}_i,$ and $\hat{C}_i$ at each control time $k$, to minimize this a priori estimation error or make it to tend toward zero.

The previously considered AP model is used as well to predict, at time $k$, the process output for time $k + r + 1$ as

$$
\hat{Y}(k+1|k) = \sum_{i=1}^{n} \hat{A}_i(k) Y(k-i+1) + \sum_{i=1}^{q} \hat{B}_i(k) U(k-i+1) + \sum_{i=1}^{g} \hat{C}_i(k) W(k-i+1).
$$

From (S19), the basic strategy of predictive control is to compute the control vector that renders the predicted output $\hat{Y}(k+r+1|k)$ equal to the desired output $Y_d(k+r+1)$ by means of

$$
U(k) = \hat{B}_1(k) Y_k(k+r+1) - \hat{B}_1(k) \sum_{i=1}^{h} \hat{A}_i(k) Y(k-i+1) + \sum_{i=1}^{q} \hat{B}_i(k) U(k-i+1) + \sum_{i=1}^{g} \hat{C}_i(k) W(k-i+1).
$$

where the desired output $Y_d(k+r+1)$ is computed by the driver block at time $k$ as

$$
Y_d(k+r+1) = \sum_{i=1}^{l} F_i Y(k-i+1) + \sum_{i=1}^{m} H_i Y_{ap}(k-i+1),
$$

where $Y_{ap}(k-i+1)$ represents the value of the setpoint (SP) vector at time $k-i+1$, and matrices $F_i$ and $H_i$ are chosen to account for the desired dynamics.

The previous generic formulation of APC includes an extended strategy for predictive control [46]–[48] in which the desired output $Y_d(k+r+1)$ is the first value of a future process output trajectory that minimizes a performance criterion in a selected prediction horizon $\lambda$. In this case, the predictive control signal is the first one of a corresponding future control sequence that the predictive model forecasts will cause this desired process output trajectory. The envelope of the first values of the different desired output trajectories generated at subsequent control instants $k$ is named desired driving trajectory (DDT) since the values of this trajectory determine the sequence of predictive control values applied to the process.

The diagram in Figure S3 can be simplified to the one shown in Figure S4, which is the diagram generally used to represent the APC methodology. The functional description of the blocks in this diagram can be summarized as follows. The driver block generates the DDT that will guide the process output to the SP in an “optimal” way. The predictive model calculates the control signal that makes the predicted process output follow the desired trajectory generated by the driver block. The adaptation mechanism adjusts the predictive model parameters from the prediction errors to make these errors tend to zero efficiently. Likewise, it informs the driver block of the deviation of the process output with respect to the desired trajectory. In this way, the driver block can redefine the desired trajectory from the actual process output.

The controller configuration for AP domains is done systematically [S3] by setting the values of the structure variables that determine the operation of APC. The most relevant of these structure variables are: 1) the control period; 2) the parameters that determine the AP model structure, including the process time delay; 3) the limits on the input–output variables; 4) the noise level on the process output; 5) the rate of change (RC) of the desired process output trajectory, and 6) the prediction horizon.

When an ADEX controller operates in an expert (EX) domain, it applies rules that imitate the human operator behavior in the same domain of operation. The ADEX controller configuration for EX domains is done systematically, as explained in [S3], by setting the values of tables that determine the rules to be applied for computing the control vector in each specific expert domain.

FIGURE S4 A simplified block diagram of adaptive predictive control (APC).
Systems.” This ADEX controller has three different control domains, two expert domains and an AP domain corresponding, respectively, to the upper, lower, and central parts of the range of operation of the cavity frequency detuning. Expert control, using the operator knowledge from the process dynamics, is applied in the expert domains while APC is applied in the AP domain. The block diagram of the APC algorithm applied to the CTS loop is shown in Figure 13.

APC results from the combination of a predictive control scheme with an adaptive system. As shown in the forward path, at each control instant $k$, a driver block generates a desired process output value (in this case, the desired frequency detuning value) from an SP value (the SP value for the frequency detuning) and the currently measured process output (frequency detuning measurement). A predictive model is then used to compute the
model. This adaptive (self-tuning) mechanism makes the prediction error on the process output tend toward zero and ensures stability and optimized performance of APC.

AP controllers are called optimized adaptive controllers [26] when, according to the extended predictive control strategy [46]–[48], the desired value for the previously considered process output is the first element of a future desired process output trajectory that optimizes a performance criterion in a

control signal applied to the process (voltage applied to the piezoelectric actuator), according to the predictive control principle [24] that makes the predicted process output equal to the desired process output. This voltage signal makes the predicted frequency detuning equal to the desired frequency detuning computed by the driver block.

An adaptation mechanism in the feedback path updates the parameters and variables of the driver block and predictive

### IMPLEMENTATION OF ADEX SYSTEMS

The ADEX control and optimization platform (ADEX COP) [S3] used in the implementation of the ADEX system of this project and others is represented in Figure S5. It includes a supervisory and configuration system (SCS) and a control and optimization system (COS). ADEX COP uses LabView as the graphical integrated development environment for the implementation of optimized control strategies. The ADEX SCS allows the development of optimized control strategies (OCSSs) for the ADEX COS by means of a graphical user interface that uses ADEX controllers and logic operators stored in the ADEX COS memory. Figure S5 schematically represents the implementation of the ADEX COS, which is described for every control instant in the following steps: 1) acquisition of PVS via OPC from the process simulator, 2) execution of the OCS capable of calculating the optimized control signals, and 3) transfer via OPC of the optimized control signals to the process simulator.

### IMPLEMENTATION OF ADEX CONTROLLERS

Figure S6 shows the graphical operator that represents ADEX controllers and is used in the ADEX COP to integrate the ADEX controllers in the optimized control strategy. The ADEX controllers are designed to be multivariable, meaning their inputs or process outputs, SPs, and outputs are vectors. Also, the controller receives the information of the actual input vector applied to the process in the previous control instant, the modes of operation, the controller name, and a signal indicating that the OPC communication with the process simulator is functioning correctly. Likewise, ADEX COP enables the definition and configuration of the EX and AP domains included in a controller.
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selected prediction horizon $\lambda$. In this case, the predictive control signal is the first element of a corresponding future control sequence that the predictive model predicts will cause the desired process output trajectory. The APC algorithm was applied to the CTS loop with a control period of 2 ms, using the extended strategy of predictive control, as described below.

To generate the desired process trajectory for the frequency detuning, at each control time $k$, the driver block uses a specific case of the generic AP model (S19) described in “ADEX Optimized Adaptive Controllers and Systems,” customized for the CTS loop. Since the time delay in the CTS (1 ms) is shorter than the control period, the AP model does not consider any pure time delay, and the prediction at time $k+1$ of the process output made by the CTS AP model is

$$\hat{y}(k+1) = \hat{a}_1(k)y(k) + \hat{a}_2(k)y(k-1) + \hat{b}_1(k)u(k) + \hat{b}_2(k)u(k-1) + \hat{b}_3(k)u(k-2),$$

where $\hat{a}_1(k), \hat{a}_2(k), \hat{b}_1(k), \hat{b}_2(k),$ and $\hat{b}_3(k)$ are the AP model parameters as updated by the adaptation mechanism at time $k$; $y(k)$ and $y(k-1)$ are the values of the frequency detuning at times $k$ and $k-1$; and $u(k), u(k-1),$ and $u(k-2)$ represent the voltage values applied to the piezoelectric at times $k, k-1,$ and $k-2$, respectively. Two parameters $\hat{a}_1(k)$ and three $\hat{b}_i(k)$ were chosen empirically to define the structure of the AP model for this application after trying different AP model configurations in the control simulation.

The recursive prediction of future output values $\hat{y}(k+j|k)$ in the prediction horizon $[k+1, k+\lambda]$ is

$$\hat{y}(k+j|k) = \hat{a}_1(k)\hat{y}(k+j-1|k) + \hat{a}_2(k)\hat{y}(k+j-2|k) + \hat{b}_1(k)\hat{u}(k+j-1|k) + \hat{b}_2(k)\hat{u}(k+j-2|k) + \hat{b}_3(k)\hat{u}(k+j-3|k), \text{ for all } j = 1, \ldots, \lambda,$$  

where $\hat{u}(k+j|k)_{(i=0,\ldots,\lambda-1)}$ represents the corresponding process input sequence and

$$\hat{y}(k+1-i|k) = y(k+1-i), \text{ for } i = 1, 2,$$

$$\hat{u}(k+1-i|k) = u(k+1-i), \text{ for } i = 1, 2, 3.$$  

The driver block, under its general formulation [46], selects at each time $k$ a desired output trajectory $y_d$ and a predicted process output sequence in the prediction horizon $[k+1, k+\lambda]$, which is caused by a predicted process input sequence in the interval $[k, k+\lambda-1]$, in such a way that both sequences satisfy a certain performance criterion. A performance criterion generally used in practical applications [25] was chosen for this implementation. See conditions 1 and 2.

Condition 1

$$\hat{y}_d(k+j|k)_{(i=1,\ldots,\lambda)} = \hat{y}(k+j|k)_{(i=1,\ldots,\lambda)}, \text{ where}$$

a) $\hat{y}_d(k+\lambda|k)$ is the value of the desired output trajectory at time $k+\lambda$. This value is computed at time $k$ as the output value at time $k+\lambda$ of a model reference with a chosen desired dynamics, the same SP input as the driver block, and the same initial values as the predicted output sequence.

b) $\hat{y}(k+j|k)$ is the process output sequence predicted by the AP model at time $k$ from the values of the process input sequence $\hat{u}(k+j-1|k)_{(i=0,\ldots,\lambda-1)}$. 

---

**FIGURE 13** Adaptive predictive control for the cold tuning system loop. The driver block on the upper-left part of the figure generates the desired frequency detuning value at each control instant $k$ from the frequency detuning setpoint and the frequency detuning measurement. The predictive model then computes the voltage applied to the piezoelectric actuator to make the predicted frequency detuning equal to the desired frequency detuning computed by the driver block. Finally, an adaptive mechanism uses the piezovoltage applied to the cavity and the frequency detuning values to update the predictive model parameters, to make the prediction error tend toward zero.
Current industrial applications demonstrated that the use of systems-integrating adaptive controllers in the appropriate control strategy can yield optimized control performance.

Condition 2
The process input sequence \( u(k + j - 1|k)_{j=0,\ldots,\lambda-1} \) is constant in the interval of prediction \([k, k + \lambda - 1]\), that is, \( u(k|k) = u(k + j - 1|k)_{j=0,\ldots,\lambda-1} \).

The dynamic of the model reference considered in Condition 1 was chosen for this application of second order with a gain of one, a damping ratio of one, and a time constant of 1.5 control periods. Parameter \( \lambda \) defining the prediction horizon was chosen equal to ten control periods.

Under Condition 2, the prediction at time \( k \) of the process output at time \( k + \lambda \), \( \hat{y}(k + \lambda|k) \), obtained by the AP model (9), can be computed as

\[
\hat{y}(k + \lambda|k) = \hat{a}_{12}(k)y(k) + \hat{a}_{23}(k)y(k - 1) + \hat{b}_{13}(k)u(k|k) + \hat{b}_{23}(k)u(k - 1) + \hat{b}_{31}(k)u(k - 2),
\]

where the parameters \( \hat{a}_{12}(k), \hat{a}_{23}(k), \hat{b}_{13}(k), \hat{b}_{23}(k), \) and \( \hat{b}_{31}(k) \) are obtained by recursive algorithms from the AP model parameters in (8), \( \hat{a}_1(k), \hat{a}_2(k), \hat{b}_1(k), \hat{b}_2(k), \) and \( \hat{b}_3(k) \), as shown in [49]. Equation (11) can be written as

\[
\hat{y}(k + \lambda|k) = \hat{\theta}_{31}(k)^T \phi(k) + \hat{\theta}_{12}(k)u(k|k),
\]

where

\[
\hat{\theta}_{31}(k)^T = [\hat{a}_{11}(k), \hat{a}_{22}(k), \hat{b}_{13}(k), \hat{b}_{23}(k)],
\]

\[
\hat{\theta}_{12}(k) = \hat{b}_{13}(k),
\]

\[
\phi(k)^T = [y(k), y(k - 1), u(k - 1), u(k - 2)].
\]

Taking into account Condition 1 and using (12), the control signal \( u(k) \) is computed

\[
u(k) = u(k|k) = \hat{\theta}_{12}(k)^{-1}[y_{a}(k + \lambda|k) - \hat{\theta}_{12}(k)^T \phi(k)].
\]

In the implementation performed for the CTS loop, the sequence of operations required to implement (15) is executed under the incremental approach described in [50].

To estimate the process output, at each control time \( k \), the AP model uses a particular case of the generic AP model described by [48], presented in “ADEX Optimized Adaptive Controllers and Systems,” and customized for the CTS loop. Thus, the a priori process output estimation \( \hat{y}(k|k - 1) \) made by the CTS AP model is

\[
\hat{y}(k|k - 1) = \hat{a}_1(k - 1)y(k - 1) + \hat{a}_2(k - 1)y(k - 2) + \hat{b}_1(k - 1)
\times u(k - 1) + \hat{b}_2(k - 1)u(k - 2) + \hat{b}_3(k - 1)u(k - 3),
\]

and the error of this estimation is

\[
e(k) = y(k) - \hat{y}(k|k - 1).
\]

The adaptive algorithms used in the adaptation mechanism of the present implementation are similar to those considered in [50] but include a criterion for stopping parameter adaptation of the type used in [51] and [52]. Thus, the estimated error drives the computation of the parameters \( \hat{\alpha}_i(k) \) and \( \hat{\beta}_i(k) \) by gradient parameter algorithms

\[
\hat{\alpha}_i(k) = \beta_{\alpha} \alpha(k) e(k)y(k - i) + \hat{\alpha}_i(k - 1), \quad \text{for } i = 1, 2,
\]

\[
\hat{\beta}_i(k) = \beta_{\beta} \alpha(k) e(k)u(k - i) + \hat{\beta}_i(k - 1), \quad \text{for } i = 1, 2, 3,
\]

where

\[
\alpha(k) = \left(1 + \sum_{i=1}^{3} \beta_{\alpha}y(k - i)^2 + \sum_{i=1}^{3} \beta_{\beta}u(k - i)^2 \right)^{-1},
\]

and the values of the coefficients \( \beta_{\alpha} \) and \( \beta_{\beta} \) are conveniently chosen [50] when adaptation takes place but become equal to zero, at any time \( k \), when a criterion to stop parameter adaptation is fulfilled. This criterion complies with the stability requirements for the adaptive predictive controller in an industrial context, ensuring that the norm of the parameter’s error vector (that is, the difference between a vector formed by the process parameters and a vector formed by the AP model parameters) is always reduced when parameter adaptation occurs [19].

Experimental Interpretation of APC
Operation in the CTS Loop
In this section, an illustrative example of the APC algorithm described in the previous section is applied to a CTS loop simulation without microphonics. The simulation scenario considers a field increase inside the cavity, which will be a frequent procedure when the accelerator is in service. The main variables of the cavity and the AP algorithm operation are depicted in Figure 14. The variables of the trend curves in the components of Figure 14 are as follows. The green line in Figure 14(a) is the evolution of the field inside the cavity. The blue and red lines in Figure 14(b) represent the cavity frequency detuning and its SP values, respectively. The blue line in Figure 14(c) shows the voltage.
applied by APC to the piezoelectric actuator. The blue and red lines in Figure 14(d) display the prediction error computed as in (17) and the zero value, respectively. The blue and green lines in Figure 14(e) detail the evolution of the \( a_1(t) \) and \( a_2(t) \) AP model parameters, respectively. The blue, green, and yellow lines in Figure 14(f) represent the evolution of the \( b_1(t) \), \( b_2(t) \), and \( b_3(t) \) AP model parameters, respectively.

After 20 ms from the start of the simulation, the field starts to increase [Figure 14(a)], and 40 ms later it stops increasing. It starts to increase again around 70 ms and stops around 90 ms. Note that when the field slope changes, Lorentz forces deviate the frequency detuning from its SP [Figure 14(a)]. These forces act as unknown perturbation, of which the dynamics are not considered in the AP model. The forces have two effects; the first is deviating the frequency detuning under control, and the second is changing the process dynamics (that is, changing the dynamic relationship between voltage applied to the piezoelectric and frequency detuning). Each time that the frequency detuning is deviated from the SP by the Lorentz forces, the absolute value of the prediction error increases [Figure 14(d)]. The adaptation mechanism, driven by this error, adjusts the AP model parameters [Figure 14(e) and (f)]. The prediction error returns toward zero as the frequency detuning stabilizes for a short time, until the new field slope changes, again producing new Lorentz forces. Along with the adaptation mechanism operation, predictive control is applied on the piezoelectric voltage [Figure 14(c)] and stabilizes the frequency detuning close to its SP when the prediction error comes back to zero and the AP model parameters stabilize their values. This situation is an indication that the new process dynamics has been identified with a view to control by the AP model parameters. This kind of identification was considered in [25] and [53].

As an illustrative example of APC performance, when a process dynamic change is produced, the error will increase and the adaptation mechanism will identify the change in dynamics, making the error return toward zero. At the same time, the predictive control signal compensates the

**FIGURE 14** An adaptive predictive control (APC) application to the simulated cavity operation. The (a) field inside the cavity, (b) cavity frequency detuning and its setpoint (SP), (c) voltage applied to the piezoelectric actuator, (d) APC prediction error, (e) AP model \( a_i(t) \) parameters, and (f) AP model \( b_i(t) \) parameters. PV: process variable.
effect of the perturbation that created the process dynamic change, driving the PV under control toward its SP.

**DESIGN OF THE OPTIMIZED CONTROL STRATEGY**

The control strategy for the CTS loop was designed to address the main control challenges, described previously. The bases for addressing these challenges are explained as follows.

- **Dynamics of the cavity resonance frequency**: The main control challenge that represents the dynamic complexity of the CTS loop was addressed by integrating an ADEX controller and filtering tools in the control strategy. The filtering tools will avoid the excitation of inherent and externally induced mechanical resonant modes, whereas the ADEX controller will address the dynamic complexity of the cavity.

- **Time constraints**: The ADEX controller yielded satisfactory performance in the high-fidelity simulation of the CTS loop with a control period of 2 ms, which makes the required execution time compatible with any adequate processing hardware.

- **Lorentz forces detuning**: Detuning is determined by the field inside the cavity that is measurable. The effect was anticipated in the control strategy, by the design of a Lorentz anticipation block, which is described below.

- **Microphonics perturbations**: Prior filtering compensation techniques with excellent results [14, 15] were used by the optimized control strategy.

- **Uncertainty in the cavity’s operation**: The time-varying environment (microphonics, Lorentz forces, and beam intensity) will not only tend to deviate the cavity’s critical variables from its SPs but also change cavity dynamics. The ADEX adaptation mechanism can track the cavity dynamics, avoiding deterioration experienced by fixed-parameter control systems and optimizing the CTS loop control performance.

- **Pure time delay**: The time delay of approximately 1 ms in the CTS is approximately half of the chosen control period. Therefore, there will be no pure time delay in the AP model difference equation (9) that, with said control period, describes the process dynamics. However, the value of parameter \( b_1(k) \) and, consequently, the rest of the parameters of the AP model, will be influenced by the time delay. The adaptive predictive feature of the ADEX controller will identify the effect of the time delay on the process model parameters and will account for it in the computation of the control action.

The optimized control strategy used for the CTS loop is described in detail below.

**Means to Avoid Exciting Resonant Modes: Notch Filters**

Notch filters belong to the family of the infinite impulse response filters. A notch filter is a band-reject filter. This means that any signal that is filtered by a notch filter designed for a certain frequency will attenuate its harmonic components at that frequency.

For the implementation of the optimized control strategy, second-order filters were considered. The behavior of this filter is determined by

\[
y(k) = a_1y(k-1) + a_2y(k-2) + b_0u(k) + b_1u(k-1) + b_2u(k-2),
\]

where \( u(k) \) is the input value to the filter at the sampling time \( k \), and \( y(k) \) is the output or filtered signal value at the same sampling time \( k \). In addition, \( a_1, a_2, b_0, b_1, \) and \( b_2 \) are the filter coefficients that must be correctly adjusted to eliminate the desired frequency for the input signal \( u \). The coefficients in Table 3 define a notch filter designed to eliminate an 80-Hz frequency, considering a sampling time of 0.2 ms.

The frequency response of Figure 15 shows the magnitude attenuation and the phase shift caused by the filter, as a function of the frequency of the incoming signal. It can be observed that the maximum attenuation occurs at 80 Hz. It can also be observed that notch filters not only reject the frequency they have been designed for but also attenuate

![Table 3 Notch filter coefficients for 80-Hz band reject, defined for 0.2-ms sampling time.](image)

<table>
<thead>
<tr>
<th>Notch Coefficient</th>
<th>Value</th>
<th>Notch Coefficient</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>1.85929</td>
<td>( b_0 )</td>
<td>1</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>-0.868712</td>
<td>( b_1 )</td>
<td>-1.98849</td>
</tr>
<tr>
<td>( b_3 )</td>
<td>0.997907</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 15 A Bode diagram of a notch filter designed for 80-Hz frequency. The filter attenuates the design frequency and frequencies surrounding it. Although the width of the attenuation band can be modified through filter design, a wide band could be helpful in case the resonant frequency to be suppressed does not exactly match the design frequency of the filter.](image)
frequencies that are located near the design frequency. Although this side effect can be modified through filter design, certain attenuation at frequencies surrounding the design frequency will not be completely avoided.

Figure 16 shows the classical shape of the step response of a notch filter. In fact, it is the step response corresponding to the filter defined by the coefficients in Table 3. This is illustrative of the “kickback” produced by the notch filter to avoid the presence of determined harmonic components in the step.

In Figure 17, the fast Fourier transform (FFT) of a step is depicted in green and shows the magnitude of each harmonic component of the step signal. The same figure presents, in blue, the FFT of the step filtered by the notch filter defined by the coefficients of Table 3. The notch filter attenuates the harmonic components around 80 Hz present in the unfiltered step signal.

A notch filter designed for adequate frequency and placed after the cavity should be capable of eliminating some of the resonant modes observed in Figure 9. Figure 18 shows the transfer function of the cavity \(G(s)\), plotted in Figure 9 and the notch transfer function \(N(s)\) placed in series, to eliminate a resonant frequency at 120 Hz.

Figure 19 illustrates the behavior of the cavity with and without filtering. In Figure 19(a), the red line represents the simulated cavity detuning response after a step from 0 to 1 V at a sampling time of 0.1 s. This corresponds to the signal \(y(s)\) detailed in Figure 18 but in the time domain. The red line in Figure 19(b) presents the FFT of this response, which shows the resonant modes that were excited by the step. It must be noted that the main resonant modes correspond to those shown in Figure 9. The simulated cavity detuning \(y(s)\) processed by the notch filter designed for 120 Hz [whose attenuation in decibels for frequencies up to 250 Hz is shown in Figure 19(c)] is represented in blue in Figure 19(a). This plot shows the filtered cavity detuning that corresponds to \(y(s)\) but in the time domain. The FFT of the filtered cavity detuning is represented in blue in Figure 19(b). Comparing both the detuning FFT and the filtered detuning FFT in Figure 19(b), it is determined that the notch filter has attenuated the resonant modes that were near 120 Hz.

The cavity detuning response and its FFT, detailed in red in Figure 19(a) and (b), respectively, have shown how the resonant modes of the simulated cavity were excited by a step input signal with the setup considered in Figure 18. However, if the notch filter is placed before the cavity, as shown in Figure 20, the \(y(s)\) response to one step in the input signal \(u(s)\) will be the same as that obtained by the setup in Figure 18. This is represented by the blue line in Figure 19(b). This is because the transfer functions of the entire system shown in Figures 18 and 20 are identical due to the commutative property.

The setup of Figure 20 has the advantage that the content in the resonance frequency rejected by the notch filter was previously attenuated by the filter in the input signal to the simulated cavity. Hence, the input signal to the cavity will have an attenuated effect on the excitation of the resonance frequency. The setup shown in Figure 20 is to be considered within the optimized control strategy for the use of notch filters to avoid the excitation of resonance frequencies of the cavity by the controller actions.
Integration of Notch Filters in the Optimized Control Strategy

As analyzed previously, the notch filters avoid exciting the resonant modes of the cavity if they are placed before the piezoelectric actuator (that is, at the output of the controller). In addition to the 120-Hz filter, a notch filter with a wide rejection band was designed at 80 Hz to attenuate the resonant modes found at 73 and 90 Hz that still remain in Figure 19(b). Thus, a preliminary optimized control strategy aimed at avoiding the excitation of resonant modes of the cavity by the controller actions.

**Figure 19** Filtered and unfiltered cavity detuning, fast Fourier transforms (FFTs), and filter attenuation. (a) Resonance frequency detuning and filtered detuning time responses to 1-V step in piezo, (b) FFT responses of detuning and filtered detuning after 1-V step in piezo, and (c) filter attenuation in the frequency range.

**Figure 20** The notch filter and cavity transfer functions placed in series. This setup has the advantage that the resonance frequency rejected by the notch filter was previously attenuated in the input signal to the simulated cavity. Hence, the input signal to the cavity will have an attenuated effect on the excitation of the resonance frequency. This distribution is considered within the optimized control strategy to avoid the excitation of resonant modes of the cavity by the controller actions.

**Figure 21** A first preliminary control strategy for the cold tuning system loop. Notch filters avoid exciting the resonant modes of the cavity if they are placed before the piezoelectric actuator (that is, at the output of the controller). Two notch filters at 120 and 80 Hz were considered. However, the last one had a wide rejection band to attenuate the simulated cavity’s resonant modes at 73 and at 90 Hz. PV: process variable; SP: setpoint.
step response with the notch filters (shown in Figure 21) in blue.

Placing the notch filters after the controller output has certain limitations that must be considered. Imagine a microphonics excitation at 120 Hz on the cavity. The controller would not be able to react against it, since the notch filters would suppress the control action’s harmonic component necessary to eliminate this perturbation. Therefore, if this strategy is applied, it is necessary to have an additional strategy not affected by the notch filters that can effectively address this kind of perturbation.

Additionally, since there will be certain frequencies that the controller is unable to handle, due to the notch filters applied to its outputs, the controller should not generate control actions with components trying to compensate for the content in those frequencies in the detuning signal. These kinds of components will have no effect on the frequency contents they intend to correct but may deteriorate the control performance for the rest of the harmonic components of the cavity output variable or detuning. Therefore, it would be advisable to filter the cavity detuning with the same notch filters that filter the controller output. This means changing the first preliminary control strategy shown in Figure 21 to the second preliminary control strategy shown in Figure 23.

Integration of Chebyshev Filters in the Optimized Control Strategy

The optimized control strategy integrates Chebyshev filters to attenuate the frequency component of the cavity’s resonance frequency detuning that is induced by external perturbations and cannot be compensated by the controller actions when limited by notch filtering. These filters were introduced in [14]–[16] for this application. This kind of control scheme is represented in Figure 24. Three Chebyshev filters were considered for the control of the CNRS cavity simulation, for microphonics corresponding to 1, 71, and 120 Hz.

Feedforward Strategy to Compensate for Lorentz Forces Detuning

An optimized control strategy must be particularly careful with Lorentz forces, especially when the SPs of a cavity must be changed. The RF field ramping will cause strong frequency detuning, due to Lorentz forces that will deeply affect the CTS loop performance. Nevertheless, there exists available and useful knowledge about the initiation and evolution of the perturbation and the effect of Lorentz force detuning. Thus, the CTS control loop receives information from the LLRF control loop, indicating when the RF field starts increasing and its evolution. Recall that the exact detuning caused by Lorentz forces is given by (3) in a stationary regime. Therefore if, for example, an adjacent cavity failure occurs and the RF field’s amplitude must change from an SP value $E_{acc1}$ to another SP value $E_{acc2}$ to compensate, it would cause a detuning in the stationary regime $\Delta f_{12}$ given by

$$\Delta f_{12} = \Delta f_{11} - \Delta f_{12} = K_L (E_{acc1} - E_{acc2}).$$  \hspace{1cm} (21)
If $G$ is the static gain of the cavity detuning after a change in the piezovoltage, then in the stationary regime, the detuning produced by a voltage variation is

$$\Delta f_{12} = G \Delta V_{12}. \quad (22)$$

Therefore, the convenient change in voltage at the piezo to compensate for the Lorentz forces detuning, $\Delta V_{12}$, can be calculated from the difference between (21) and (22)

$$\Delta V_{12} = K_{\text{L}} (E_{\text{acc}}^2 - E_{\text{acc}}^2) = K (E_{\text{acc}}^2 - E_{\text{acc}}^2), \quad (23)$$

which leaves the control action that should be applied to the piezoelectric actuator as a function of the change in the
field's amplitude \( E_{\text{acc1}} - E_{\text{acc2}} \), since \( E_{\text{acc1}} \) is the usual operating reference value, \( E_{\text{acc2}} \) is the RF field's amplitude SP change that can be sent to the CTS control system, and \( K(K = K_L/G) \) can be calculated empirically. Changes can be anticipated due to Lorentz forces after a cavity failure, by reacting to the RF field's amplitude SP change.

This feedforward strategy modifies the third preliminary optimized control strategy represented in Figure 24 in the manner shown in Figure 25. In Figure 25, the “Lorentz anticipation block” calculates the necessary \( \Delta V_{12} \) according to (23) to compensate for the Lorentz detuning that will be produced by the LLRF loop when the RF field’s amplitude SP changes. It can be noticed that the control action produced by the Lorentz anticipation block is summed before the notch filters to avoid the excitation of the resonant modes of the cavity. The control strategy shown in Figure 25 determines the ADEX system that was applied first to the high-fidelity simulation, anticipating its application to the SC cavity prototype.

The following section presents the results on the control of the CNRS simulated cavity, obtained by three different control approaches for the CTS control loop: the conventional PID approach, the PID + Chebyshev filters approach previously considered in [14]–[16], and the new OACS approach.

SIMULATION RESULTS

Simulation Software

The ADEX COP platform, described in “ADEX Optimized Adaptive Controllers and Systems,” was used to implement the ADEX optimized adaptive control system applied to the superconducting 704.4-MHz elliptical cavity simulator [16]. Between both, an Object Linking and Embedding for Process Control (OPC) [54] communication interface was implemented.

The superconducting 704.4-MHz elliptical cavity simulator was specifically developed to study the cavity’s operation, in particular the retuning procedure feasibility [16]. Thus, it is also an efficient tool for developing and testing control algorithms and strategies before their implementation on a real cavity.
The simulation reproduces the behavior of the processes involved in the beam acceleration and their associated control loops inside the five-cell elliptical cavity. As the time required by the simulation to compute the processes evolution is greater than the necessary time for the real process evolution to occur, the simulation has been time scaled. The scaling can be fixed by the user within certain limits around the highest simulation speed. Neither vacuum nor cryogenics systems are considered under the scope of the simulation and are considered to work ideally throughout the simulation. LLRF control loops and the CTS control loops are shown in Figure 8.

Both the ADEX COP and the cavity simulator act as OPC clients. Thus, the simulation stores the values of the PVs every second, after performing the necessary computation, on the OPC server. The COP reads these values, executes the control strategy, and writes on the OPC server the pertinent control actions (in this case, only the voltage applied to the piezo). This control action will be read from the OPC server by the simulation and considered for the necessary computation in the next second. This scheme allows the interface to test the control strategy prior to embedding it in the hardware platform needed to test the system performance in the prototype.

**Simulated Scenario**

The accelerator operation must be robust against cavity failures. The chosen strategy to recover from a cavity failure is to force the retuning of the adjacent cavities to compensate for the failed one.

To compare the alternative control solutions for the CTS, focus is placed on the cavity scenario that must be retuned to compensate for a failure. This retuning scenario is described on Figure 26. The main steps in the simulations are as follows. At time \( t = 80 \) ms, the beam is stopped because a failure has been detected in the accelerator. The new SPs for the accelerating fields and phases are sent to the compensation cavity. The beam is resumed 130 ms later, once the accelerating fields and phases have been stabilized on the new targets.

In Figure 26, \( t = 0 \) ms represents a random moment during the usual accelerator’s operation. Figure 26(a) represents the beam intensity \( (I_{b0}) \) in the cavity, initially set to 4 mA, which is stopped after the cavity failure and resumed...
130 ms later at the initial value. When the beam is stopped, the accelerating field \( E_{\text{acc}} \) is ramped up into the cavity [Figure 26(b)]. This occurs in two steps to leave time for the CTS loop to compensate for the Lorentz detuning effect caused by the field increase. The phase \( \phi_z \) is also changed to a new SP and ramped to minimize the transient power consumption during the procedure [Figure 26(c)]. Finally, since the cavity SPs have changed, \( \Delta f_{\text{opt}} \) is also changed according to (S15) presented in “Optimal Frequency Detuning.” At time \( t = 180 \) ms, the cavity frequency detuning SP is changed to its new optimal value [Figure 26(d)]. Figure 26(e) shows the simulated effect of the motor in the cavity detuning. The motor will slowly compensate for 375 Hz in the cavity detuning, allowing for the faster piezo-compensation to return to its nominal operating range after the transient caused by the SP changes.

Both Lorentz forces and microphonic perturbations have been considered in this scenario. For microphonics, three sinusoidal perturbations were considered, acting at a frequency of 1, 71, and 120 Hz, and provoking maximum deviations of 10, 10, and 20 Hz in the cavity’s frequency detuning.

**Simulated Results**

**PID Approach**

The performance of the CTS loop obtained in simulation by a PID controller driving the piezoelectric actuator is illustrated by the experimental results shown in Figure 27. Figure 27 presents the evolution of the accelerating process critical variables in the cavity during 1 s of simulation. The abscissa axis is the time scale in milliseconds. The evolution of the amplitude of the field inside the cavity \( (E_{\text{acc}}) \) is represented by the blue line in Figure 27(a) along with the beam intensity \( (I_b) \), represented by the red dotted line. The evolution of the cavity’s resonance frequency detuning is shown in Figure 27(b) in the blue line while the red line shows its SP. The power consumed to generate the field is shown in Figure 27(c). Finally, the voltage applied to the piezoelectric actuator to drive the cavity’s detuning to its SP is represented by the blue line in Figure 27(d). The simulated motor effect on the cavity detuning is also shown in Figure 27(d) in the red line. The interpretation from the origin of the subsequent steps is as follows. When the beam

![Figure 28](image)

**FIGURE 28** Proportional-integral-derivative + Chebyshev filters approach performance. (a) The amplitude of the field inside the cavity throughout the simulation, (b) the cavity’s detuning throughout the simulation, (c) power consumption throughout the simulation, and (d) voltage applied to piezoelectric and motor effect on the cavity detuning.
is switched off at 80 ms [Figure 27(a)] the RF generator power immediately decreases [Figure 27(c)]. Therefore, the consumed power is the power reflected at the cavity entrance and the RF power stored in the cavity. For more details, see “Optimal Frequency Detuning.” Shortly after, the field’s amplitude is increased [Figure 27(a)], causing a decrease in the cavity detuning [Figure 27(b)] due to Lorentz forces. Despite PID compensation acting on the piezo [Figure 27(d)], the drift in the cavity detuning causes the power consumption to rise sharply and saturate at 30 kW [Figure 27(a)]. Lack of precision on field control is critical, as it has been determined [55] that proper acceleration can be guaranteed with an error smaller than 0.5%. After the transient, once the field’s amplitude has stabilized and the piezo has approached the detuning to its SP, the beam has been switched on again at 220 ms [Figure 27(a)], raising the power consumption [Figure 27(c)]. During the rest of the simulation cavity detuning, deviations from its SP caused by microphonics can be appreciated [Figure 27(b)]. Power consumption increases due to these deviations can also be observed [Figure 27(c)]. It must finally be noted that, after the transient, the stepper motor, which is a slower actuator than the piezo, starts to tune the cavity, allowing for the piezovoltage (PID control signal) to decrease back to its normal operating band: –5 to 5 V.

**PID + Chebyshev Filters Approach**

The PID + Chebyshev filters approach, described in [14]–[16], represents a significant enhancement to the control system performance, with respect to the previously considered PID approach. The control strategy used by the PID + Chebyshev filters approach is represented by the block diagram shown in Figure 10.

Figure 28 presents the simulation results obtained by this approach for the same experiment previously considered for the PID approach. Figure 28 has the same chromatic criterion and scaling used for Figure 27. It is observed that the PID + Chebyshev filters approach produces a significant reduction in the detuning oscillations around the SP, which causes a significant drop in power consumption. Although the control performance in the same scenario is

![Figure 29](image.png)

**FIGURE 29** Adaptive predictive expert optimized adaptive approach control performance. (a) The amplitude of the field inside the cavity throughout the simulation, (b) the cavity’s detuning throughout the simulation, (c) power consumption throughout the simulation, and (d) voltage applied to piezo and motor effect on the cavity detuning. SP: setpoint.
significantly better, the cavity’s detuning experiences a significant deviation from its SP after the cavity failure, due to the growing RF field’s amplitude that induces Lorentz forces in the cavity. Furthermore, while the stepper motor is compressing the cavity, an offset between the cavity’s detuning and its SP is produced, such that the PID control action cannot compensate. It must be noted that requirements for the maximum control errors on the cavity field control are accomplished (0.5% error on $E_{acc}$ and 0.5° on $\phi_z$) with this enhancement.

Optimized Adaptive Control System Approach

Figure 29 presents the simulation results obtained by the ADEX system described by Figure 25, for the same experiment previously considered for the two PID approaches. Figure 29 has the same chromatic criterion and scaling used for Figures 27 and 28. The ADEX system represented in Figure 25 operated with a control period of 2 ms for the AP expert ADEX controller, and an execution time of 200 ms for the notch and Chebyshev filters and the Lorentz forces anticipation block.

The ADEX controller included an adaptive predictive (AP) domain and an upper and lower expert domain. The configuration of the other structure variables of the ADEX controller (for details, see “ADEX Optimized Adaptive Controllers and Systems”) was established for the AP domain as follows: 1) the adaptive predictive model was of the second order, with a control period of time delay; 2) the upper and lower limits on the piezocontrol signal were –30 V and +50 V, respectively; 3) no noise level was considered on the cavity frequency detuning; 4) the rate of change per control period of the desired process output trajectory was equal to 100 Hz; and 5) the prediction horizon was equal to five control periods. The ADEX controller upper and lower expert domains determined an expert control action for the piezo when the frequency detuning surpassed the upper level of 300 Hz or under passed the lower level of –100 Hz.

To make a qualitative comparison between the results obtained with the ADEX system and the PID-based system, Figure 30 integrates results from simulations recorded in Figures 28 and 29. Figure 30(a) shows the cavity detuning in both experiences and their SPs. The detuning under ADEX system control is represented by the green line, while the PID + Chebyshev filters was shown in blue. The SPs of both are represented by the red line. Figure 30(b) shows power consumption under ADEX system control, represented by the green line, while the power consumption under PID-based system control is shown in blue. The following remarks can be derived from a comparative analysis using Figure 30. First, a significant reduction in the cavity detuning oscillations around their SP has been achieved by the ADEX system, while the power consumption was reduced and is maintained nearly at its minimum throughout the experiment. Second, the offset between the cavity detuning and its SP observed under the PID-based system practically disappears under the ADEX system.

**FIGURE 30** Adaptive predictive expert (ADEX) and proportional-integral-derivative- (PID)-based systems detuning control performance. (a) ADEX and PID-based systems detuning control performance and (b) ADEX and PID-based systems power consumption throughout the simulation. SP: setpoint.
In this experiment, the ADEX system exhibited more reliability than the PID-based system in an uncertain scenario with unforeseen perturbations.

Perturbation in the Simulated Scenario for Reliability Analysis

In this section, a perturbed simulated scenario (PSS) will be applied to the cavity both under the PID-based control system with Chebyshev filters and the ADEX system to comparatively analyze the performance of both methodologies for a reliability analysis. The PSS is equivalent to the previously described scenario. However, an unforeseen microphonic perturbation of 20-Hz frequency occurs with a detuning amplitude of 50 Hz on the cavity RF resonance frequency. The results obtained by the execution of the PSS under the PID-based system control are presented in Figure 31.

Figure 31 is similar to Figure 26, until the beam is turned on after the variables are stabilized in the simulated scenario [Figure 31(a)]. Thus, the explanation of the evolution of the cavity variables in Figure 31 up to this point is the same as that presented for Figure 28. However, immediately after the beam has been switched on and the unforeseen external microphonic perturbation is simulated in the system at approximately 220 ms, strong cyclical oscillations can be observed in the cavity’s detuning [Figure 31(b)]. These oscillations are hardly compensated by the voltage that the PID is applying to the piezoelectric actuator [Figure 31(d)] and the drifts of the frequency from its SP cause the power [Figure 31(c)] to increase even more, approaching the limit of power supply (30,000 W) three times (270, 320, and 400 ms). The third time the power supply reaches saturation, the RF control system loses control of the cavity and the field drops [Figure 31(a)]. The simulation was interrupted at 410 ms, while it was intended to last 1 s.

**FIGURE 31** Proportional-integral-derivative- (PID)-based system performance under unexpected strong perturbations. (a) The amplitude of the field inside the cavity throughout the simulation, (b) the cavity’s detuning throughout the simulation, (c) power consumption throughout the simulation, and (d) voltage applied to piezo and motor effect on the cavity detuning. SP: setpoint.
The results obtained by the execution of the PSS under the ADEX system control are presented in Figure 32. This figure is similar to Figure 29, until the beam is turned on after the cavity variables are stabilized [Figure 32(a)]. Thus, the evolution of the cavity variables in Figure 32 up to this point is equivalent to that presented in Figure 29. However, right after the beam has been switched on and the unforeseen external microphonics perturbation is introduced in the simulation at approximately 220 ms, strong cyclical oscillations can be observed in the cavity’s detuning [Figure 32(b)]. However, the resonance frequency was maintained within operational limits and without the RF system losing control of the field inside the cavity. It can also be observed that the power consumption [Figure 32(c)] and the control action on the piezo [Figure 32(d)] evolved with limited oscillations around the values previously observed in Figure 29, where the strong perturbation was not present.

In this experiment, the ADEX system exhibited more reliability than the PID-based system in an uncertain scenario with unforeseen perturbations. The PID control parameters that were tuned for the foreseen operating conditions in a context of certainty failed to maintain control over the critical variables of the process when an unforeseen perturbation changed the process dynamics. On the other hand, the ADEX system used its adaptive capacity to identify the changing process dynamics introduced by the unforeseen perturbation and self-tune its parameters in real time to minimize the impact of the perturbation. This maintained the cavity in operation.

CONCLUSIONS

This article describes an ADS, the acceleration process that occurs in an SC cavity of a linac, and the complex environment in which this process operates. This acceleration process is subject to detrimental mechanical vibration, severe constraints, perturbations (such as microphonics and Lorentz forces), and a time-varying environment that changes its dynamics, depending on the operating conditions. The need for precise control of this acceleration process cannot be overemphasized since it will determine satisfactory operation of the linac and the operational availability of the entire ADS.
The need for precise control of this acceleration process cannot be overemphasized since it will determine satisfactory operation of the linac and the operational availability of the entire ADS.

A CNRS simulator of a 704.4-MHz SC cavity was used to comparatively evaluate the control performance of an ADEX-optimized adaptive control system and alternative PID-based control systems, as applied to the control of the CTS loop of the cavity. The CTS loop controls the cavity frequency detuning. Its performance determines the energy required by the LLRF loop for proper operation of the cavity and its operational capacity under certain scenarios, such as an adjacent cavity failure requiring application of the local compensation method or the presence of unforeseen perturbations. The high reliability demanded by linac operation necessitates optimized and stable control performance of the CTS loop in all process environments where cavity operation is physically possible.

The article describes, in detail, the control strategies used in the previous PID-based control solutions that were applied to the CTS loop and the OCS used in the ADEX system. Notch filters were introduced in the definition of the OCS that, in addition to ADEX controllers, also integrated Chebyshev filters and anticipation of the effects of Lorentz forces when power variations occurred in the cavity field. In this way, the OCS gathered the tools to attenuate the excitation of the cavity’s resonance modes by the ADEX controller’s actions, minimized the known microphonics induced by external perturbations, and compensated in advance for Lorentz forces.

The experimental results in simulation proved the efficiency of the LLRF control loop, under PID control, and the CTS control loop, under PID and ADEX control, working together but independently in a standard, simulated scenario. The comparative analysis of the results show, in this simulation scenario, that the ADEX system reduced the frequency-detuning deviations from its SP, while power consumption was maintained nearly at its minimum. In a second scenario, an unforeseen external microphonic perturbation of 20-Hz frequency, which caused oscillations with an amplitude of 50 Hz in the frequency detuning, was applied to the cavity simulator. This unforeseen perturbation caused the loss of control of the cavity under PID control. Under ADEX control, a much more aggressive control action maintained the resonance frequency within operational limits and the field inside the cavity under control by the LLRF system.

These simulation results show how fixed-parameter control/command systems, designed in a context of certainty, where it is assumed that the process dynamics and perturbations acting on the process are correctly modeled and known, can deteriorate their performance when uncertainties are introduced in the operating context. On the other hand, ADEX OACS needs no accurate knowledge of the process dynamics, its changes with time, or perturbations acting on the process and can handle uncertainty and unknown perturbations while maintaining desired performance, as this simulation showed.
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