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The Control Problem

ave you heard of the control prob-

lem? No, T don’t mean a control

problem or even the control prob-
lem you are working on now. I mean
the control problem. Not sure what I'm
talking about? Let me explain.

The rise of automation and artificial
intelligence (AI) has been heralded in
the popular media as a very significant
sea change. Already, we have technol-
ogy for self-driving cars, game playing,
music composing, fraud prevention,
and even software to write articles au-
tomatically (although, I'm sorry to dis-
appoint you, not this one) [1]. There are
even claims that “robots paved the way
for Donald Trump” [2].

But why do we not see articles in the
popular media on the “rise of control”
or how “control is changing the world?”
Are the problems and technologies of
automation, robotics, or even Al not also
those of our domain? Do control theo-
rists and engineers have nothing to con-
tribute to this huge wave sweeping the
world? Even a prominent Al researcher
concedes to the role of control in AT [3]:

Al is thus a control problem, at

least in a trivial sense, but also in

a deeper sense. This view is to be

contrasted with Al's traditional

view of itself, in which the central
paradigm is not that of control, but

of problem solving in the sense of

solving a puzzle, playing a board

game, or solving a word problem.

Areas where the problem solving

paradigm does not naturally ap-

Ply; such as robotics and vision,

have been viewed as outside

mainstream Al I think that the
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control viewpoint is now much
more profitable than the prob-
lem solving one, and that control
should be the centerpiece of Al
and machine learning research.
Although this quote is from a paper
published in 1988, not much has changed
since then regarding “control” being “the
centerpiece,” at least publicly. Perhaps
we've been too preoccupied with proving
the optimality of our solution or the as-
ymptotic stability of this or that controller.
Perhaps our field has an image problem.
But wait, not so fast. Apparently, the
public media has now associated a cen-
tral problem in Al with what is called
the control problem [4]:
Nick Bostrom, an influential

To quote Bostrom himself from his
New York Times best seller [5]:

The human brain has some ca-
pabilities that the brains of other
animals lack. It is to these dis-
tinctive capabilities that our spe-
cies owes its dominant position.
If machine brains surpassed
human brains in general intelli-
gence, then this new superintel-
ligence could become extremely
powerful—possibly beyond our
control. As the fate of the goril-
las now depends more on hu-
mans than on the species itself,
so would the fate of humankind
depend on the actions of the ma-
chine superintelligence.

thinker on the subject of Al calls
this the “control problem.” In es-
sence, any sufficiently intelligent
artificial mind could be capable
of having devastating effects on
the world, so approaches to con-
trolling such a creation should be
carefully analyzed beforehand.

It turns out that the control problem,
central to the current Al narrative, is the
problem of controlling machines of the
future that will be more intelligent and
powerful than human beings, posing an
existential risk to humankind. This fear
is not some obscure viewpoint held by
a small group of fringe quacks. Indeed,



it is a fear held by the likes of Stephen
Hawking, Elon Musk, and Bill Gates [6].

Is this fear even worth worrying
about? Surely the emergence of super-
intelligent machines won’t happen any-
time soon, definitely not within our own
lifetimes. Or will it? Prominent futur-
ists speak of something called the techno-
logical singularity, “the hypothesis that the
invention of artificial superintelligence
will abruptly trigger runaway techno-
logical growth, resulting in unfathomable
changes to human civilization” [7]. The
basic idea is that when machines reach
an intelligence level that surpasses that
of human beings, they will perpetuate
a cycle of building ever-more-intelligent
machines, a phenomenon that Kurzweil
calls the “law of accelerating returns” [8].
The remarkable fact is that futurists predict
the technological singularity to be some
time in the surprisingly near future [7]:

Ray Kurzweil predicts the singular-

ity to occur around 2045 whereas

Vinge predicts some time be-

fore 2030. At the 2012 Singularity

Summit, Stuart Armstrong did

a study of artificial general in-

telligence (AGI) predictions by

experts and found a wide range

of predicted dates, with a me-

dian value of 2040.

It behooves us as control theorists
and engineers to take a closer look at the
Al control problem. Apparently, in con-
trol terms, the AI control problem arises
from the risk posed by the lack of con-
trollability of machines. More specifical-
ly, the risk here is the instability (of sorts)
of controllers. In essence, the control
problem is one of controlling controllers.
Surely this is a legitimate problem in our
field of control. In fact, it's not even all
that different, at least in principle, from
the kind of control problems that we
find in control textbooks.

Indeed, the control problem, as un-
derstood here, is quite familiar to us.

So
what can we do? We can analyze the
stability of the controller before even
implementing. Alternatively, we can
design a “higher-level” (supervisory)
controller that stabilizes the closed-loop
system. Two immediate questions arise.
First, what if the closed-loop system is
too complicated to be analyzed? Second,
and worse, what if closed-loop system
is, in some sense, fundamentally unsta-
bilizable? These questions lie at the heart
of the AT control problem.

There is a third question that we must
ponder. What if the closed-loop system
behaves exactly as designed, but the de-
sign approach itself causes undesirable

but nonobvious consequences? This is
a fear reflected by prominent Al com-
mentators [9]:

However, the real risk posed by

Al—at least in the near term—

is much more insidious. It's far

more likely that robots would

inadvertently harm or frustrate
humans while carrying out our
orders than they would become
conscious and rise up against us.

Bostrém has a whimsical illustra-
tion of this [5]:

An Al, designed to manage produc-
tion in a factory, is given the final
goal of maximizing the manufac-
ture of paperclips, and proceeds by
converting first the Earth and then
increasingly large chunks of the ob-
servable universe into paperclips.

This predicament, sometimes called
“perverse instantiation,” should also
be quite familiar to control theorists
and engineers. Surely we have come
across optimal controller designs with
unintended consequences.

An article [10] discusses some les-
sons learned from the area of adaptive
control and describes the distrust of
adaptive controllers on the part of some

control practitioners, not unlike the
kind of distrust expressed by current AI
commentators [10].
... we explain why such distrust-
fulness is warranted, by review-
ing a number of adaptive control
approaches which have proved
deficient for some reason that has
not been immediately apparent.
The explanation of the deficien-
cies, which normally were reflect-
ed in unexpected instabilities, is
our main concern. Such explana-
tions, coupled with remedies for
avoiding the deficiencies, are nec-
essary to engender confidence in
the technology.
Notice the similarities between the
above and the Al control problem.
The deficiencies were the result of the

control approaches, they were not im-
mediately apparent, and they were
reflected in unexpected instabilities.
Fortunately, [10] also discusses reme-
dies to these problems.

While this
remains to be seen, it seems at least
plausible that control theorists and en-
gineers, researchers in our own com-

munity, have important contributions
to be made to the control problem.
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